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Abstract. Facial expressions convey the vast majority of the emotional
information contained in social utterances. From the point of view of
a�ective intelligent systems, it is therefore important to develop appro-
priate emotion recognition models based on facial images. As a result of
the high interest of the research and industrial community in this prob-
lem, many ready-to-use tools are being developed, which can be used
via suitable web APIs. In this paper, two of the most popular APIs
were tested: Microsoft Face API and Kairos Emotion Analysis API. The
evaluation was performed on images representing 8 emotions�anger,
contempt, disgust, fear, joy, sadness, surprise and neutral�distributed
in 4 benchmark datasets: Cohn-Kanade (CK), Extended Cohn-Kanade
(CK+), Amsterdam Dynamic Facial Expression Set (ADFES) and Rad-
boud Faces Database (RaFD). The results indicated a signi�cant advan-
tage of the Microsoft API in the accuracy of emotion recognition both
in photos taken en face and at a 45 degree angle. Microsoft's API also
has an advantage in the larger number of recognised emotions: contempt
and neutral are also included.

Keywords: A�ective computing · Facial expression · Emotions · Bench-
mark datasets.

1 Introduction and Motivation

American psychologist Albert Mehrabian published in 1968 a rule known as �7-
38-55� [16]. According to it, the content of an utterance alone conveys 7% of the
emotional state, the tone of voice accounts for 38%, while non-verbal communi-
cation (facial expressions, gestures) accounts for as much as 55%. This indicates
that the ability to recognise emotions from the face is highly important [4]. On
the other hand, it should be pointed out that emotional expressions are fairly
universal, i.e., they are recognised by members of di�erent cultures � even those
that have had no contact with each other [5]. Both of these factors point to the
need to include emotion processing from facial expressions in information sys-
tems that deal with emotional information processing, i.e., a�ective computing
(AfC) systems [18].
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Deciphering emotions from facial expressions is a complex issue. Extensive
time has been devoted to it by Paul Ekman, whose e�orts were summarised
in the Facial Action Coding System (FACS), developed in 1978 [3] and later
updated in 2002 [6]. In the FACS system, facial expressions are encoded by more
than 40 action units (AUs), which are the visually smallest muscle movements
that cause changes in face expression. According to Ekman, each basic emotion is
characterised by a unique expressive pattern, which may vary slightly for variants
of the same emotion. As an example, there are over 60 facial expressions for
anger, although all of them have two features in common: lowered eyebrows and
tightened lips [3]. FACS has some limitations, among others, it is pointed out
that action units are local patterns, whereas facial expressions are the result of
the interaction of structures. FACS also does not take into account the temporal
perspective of facial changes [18].

An alternative approach in recognizing emotions from facial expressions was
proposed in [7]. This system is based on recognising emotions from the �ow of
movement of the whole face, rather than synthesising them from the movement
of individual muscles. For this purpose, a geometric model of the facial shape
was used, which was then superimposed on the face and the detected emotions
were assigned based on the movement patterns of the grid. In addition to the two
systems mentioned above, there are a number of other solutions (see, e.g., [2,9]).
Among them, the most interesting from the point of view of creating practical
systems seem to be commercial solutions, in which access to an appropriate API
is provided, to which one sends photos/videos containing emotional expressions
and in response receives feedback on emotions detected by the system. Thanks to
this, implementation of a solution based on facial emotion recognition does not
require large resources to run the model, e.g., on mobile phones or in wearable
systems � only constant access to the Internet is needed.

Our research is aimed at preparing a toolkit for developing personalised intel-
ligent a�ective systems [11]. The core assumption is to use a�ordable wearables
as the basis for the whole mechanism. This requires a lightweight framework,
which will not have high hardware requirements and will be adequately robust
for the assumed applications [17]. This straight leads to the choice of using one
of the available APIs for emotion recognition. The aim of the work described in
this paper was to verify two such solutions � the key to their selection was the
availability of a free version that allows testing. The results obtained will be the
basis for further work, in which the usability of the selected API will be evalu-
ated on data collected in BIRAFFE (Bio-Reactions and Faces for Emotion-based
Personalization for AI Systems) series of experiments [12,13].

The rest of paper is organized as follows. General approach for emotion recog-
nition from facial expressions is discussed in Sect. 2. Then, in Sect. 3, the datasets
selected for experiments are outlined. Evaluation results are presented in Sect. 4.
The paper is concluded in Sect. 5.
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2 Emotion Recognition from Facial Expressions

The general automatic emotion recognition systems based on facial expressions
consists of detecting a face in an image, extracting its features, and �nally clas-
sifying them [1]. Various challenges arise in this process, for example, the face
may not be captured centrally but from a semi-pro�le; individual di�erences in
face shape and appearance make generalisation di�cult; the classi�er may be
over�tting or underlearning due to insu�cient teaching examples [1]. Assuming
that a facial expression is a manifestation of a perceived emotion, the problem
of emotion recognition can be reduced to the problem of pattern recognition.
Supervised learning methods are usually used for this purpose [10].

The �rst step is to detect the location of the face in the image. In the case
of facing the camera, this can be done using the Viola-Jones detector [21]. Its
algorithm is based on extracting Haar features for each part of the image, i.e.,
small areas containing a vertical, horizontal or diagonal line. This is necessary
to calculate whether a photo contains a face, but it is very ine�cient due to
the need to check a large number of features. To solve this problem, so-called
cascades of classi�ers were introduced: �rst checking which features have the
biggest in�uence on the �nal classi�cation and then grouping them into sub-
sequent steps of the matching algorithm. In this way, if a potential face is not
found in a window in the �rst step, the rest of the features no longer need to be
checked in that window. [21] suggested that this face search algorithm has very
good performance. To avoid the e�ect of face rotation on emotion recognition,
the detected face needs to be normalised, i.e., transformed to a standard size
and orientation.

Once the face is found, the next step is feature extraction based on determin-
ing the position of landmarks such as the contours of the eyes and eyebrows, the
corners of the mouth, and the tip of the nose. A geometric grid is superimposed
on the face, constructed from the landmarks of the universal neutral face model.
Di�erences between the models are recalculated by the classi�er to determine a
speci�c emotion. Information about the position and orientation of key features
provides input to the classi�er algorithms, which return action units or �nal
recognised emotional states as output. Most approaches to learning a classi�ca-
tion model boil down to supervised learning, where emotions are labelled in a
learning set [1,10].

There are many solutions on the market that analyse emotions based on
facial expressions, working along the above described scheme. The industry is
constantly growing, o�ering commercial applications to study the perception of
advertisements, the user's sense of satisfaction, and even to check the level of
anger in public places such as stadiums or airports to prevent possible danger-
ous events. Since creating software that recognises emotions requires having a
large amount of data for machine learning, companies o�ering such solutions
primarily aim to hide the business logic of the application. This is most often
done through the use of microservice architecture: the software that recognises
emotions based on a face photo runs as a service on the company's server, ac-
cessible by the API, which makes it possible to integrate this solution into your
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own application while having no knowledge of the speci�c operation of the sys-
tem. It is important to note that API-based systems are usually characterised
by limited availability (daily or monthly transaction limit). In addition to ap-
plication access, systems may also di�er in the number of emotions detected,
moreover, each system has its own capabilities and limitations. For the purpose
of this research, two comprehensive systems for emotion recognition based on
facial expressions were selected, di�ering in their speci�cations and the emotion
model used: Microsoft Face API and Kairos Emotion Analysis API. Only free
variants of the above-mentioned tools were used in the experiments.

2.1 Microsoft Face API

Microsoft Cognitive Services1 is a collection of various services including image
recognition, photo identi�cation, voice veri�cation or intelligent recommendation
systems. Among these services is the Microsoft Face API2 for emotion detection
based on facial expressions. The API takes as input an image in which it seeks
a face. Then, for each face it �nds�based on its expression�it returns the
con�dence level for each emotion in the recognised set and the coordinates of
the rectangle bounding the face �eld in JSON format. The detected emotions
are: anger, contempt, disgust, fear, joy, sadness and surprise and�additionally�
neutral. During interpretation of the returned results, the emotion with the
highest score should be understood as the detected emotion. All emotion scores
are summed to one. Microsoft agrees not to publish the submitted data or give
access to it to other users, although it reserves the right to use the images to
improve its services.

2.2 Kairos Emotion Analysis API

Kairos is a company o�ering services related to demographic data analysis�
including emotion recognition�through the use of vision systems and machine
learning. The Kairos Emotion Analysis API3 runs as a web service available
in a REST architecture. The service allows recognition of emotions not only
from a photo, but also from videos. A photo containing a face is uploaded to
the Kairos Emotion Analysis API. The found facial features and expressions
are processed by algorithms, returning in response values corresponding to the
recognised emotions and the locations of facial feature points in the image. The
service recognises six basic emotions: anger, disgust, fear, joy, sadness, surprise.
The con�dence level of the detected emotions ranges from 0 to 100 and, as with
the Microsoft API, the one with the highest score should be interpreted as the
recognised emotion.

1 See: https://azure.microsoft.com/en-us/services/cognitive-services/.
2 See: https://azure.microsoft.com/en-us/services/cognitive-services/face/.
3 See: https://www.kairos.com/docs/api/.

https://azure.microsoft.com/en-us/services/cognitive-services/
https://azure.microsoft.com/en-us/services/cognitive-services/face/
https://www.kairos.com/docs/api/
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3 Datasets

Standardised sets of face images labelled by experts were used for the experi-
ments. It was decided to select the 4 most popular datasets:

� Cohn-Kanade (CK) [8]. It is a dataset created at Carnegie Mellon University
in 2000 consisting of a series of posed photographs, taken at short intervals,
starting with a neutral facial expression and ending with a face corresponding
to a certain emotion. The last photo in the series is also coded using the
updated FACS system [6] and labelled with the name of the emotion. The
label itself refers to the facial expression the subjects were asked to express,
not to the one actually presented. The collection contains a total of 585
image series, representing the 6 basic emotions. Ninety-seven students aged
between 18 and 30 were selected to create it, 65% of whom were female. In
terms of ethnicity, 15% were African-American, 3% Asian or Hispanic, and
the rest Euro-American. The images were taken straight on with uniform
lighting and are available in greyscale at 640x490 pixel resolution.

� Extended Cohn-Kanade (CK+) [15]. This is the second version of the CK
dataset released in 2010. In addition to posed photographs, a certain group
of spontaneous expressions was included. Compared to CK, the group of
subjects and the number of photo series taken has been increased. The photos
are also coded in FACS and labelled with emotions, but the labels have
been veri�ed by experts. The facial expressions captured represent 8 states:
6 basic emotions, contempt and neutrality. A 593 image series covering the
photographs of 123 people was recorded. The images are provided in 640x490
pixel resolution. Most of them are in grayscale, but there are also some in
colour.

� Amsterdam Dynamic Facial Expression Set (ADFES) [20]. This dataset, cre-
ated at the University of Amsterdam, consists of 648 MPEG-2 videos last-
ing approximately 6 seconds. The videos were recorded simultaneously from
two angles: straight ahead and from a 45°angle. In addition, the database
includes frames extracted from videos recorded frontally, demonstrating peo-
ple expressing emotion at their peak. These are colour JPEG images with a
resolution of 720x576 pixels. The people recorded are of di�erent ethnicities,
being Europeans, Africans and Turks between the ages of 18 and 25. The
subject group consisted of 10 women and 12 men. They were trained so that
their facial expressions corresponded to a prototype of a certain emotion ac-
cording to the FACS system [6]. A major advantage of the ADFES database
is the number of emotions presented � in addition to the 6 basic ones, each of
the subjects presented a neutral face, contempt, as well as pride and shame.

� Radboud Faces Database (RaFD) [14]. The RaFD collection, created in 2010
at Radboud Universiteit in Nijmegen, consists of photos of 67 models (Eu-
ropeans and Africans), of which 38 are men, 19 � women, 4 � boys and 6
� girls. Each person was trained by an expert to be able to make facial ex-
pressions corresponding to eight emotional states according to FACS [6]: 6
basic, contempt and neutral. The photograph of each emotional expression
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was simultaneously taken from di�erent perspectives: en face, in pro�le and
from a 45°angle. The entire collection consists of 8040 colour images with a
resolution of 681x1024 pixels.

4 APIs' Evaluation

A series of experiments were conducted using the free version of both APIs.
Images were sent one at a time, response sent by the API was received, and then
the detected emotion was compared with the emotion with which the image
was labelled. For each of the tests�one test is an evaluation of one API on a
single emotion tested on images from one set�accuracy score was calculated
by dividing the number of correctly assigned labels to all images used in the
test. The Kairos API does not recognise a neutral emotion, so for the purposes
of testing it was assumed that the �no emotion� response returned by this API
would be treated as a neutral emotion.

Due to the large number of images in the learning sets and the limitations
of the free versions of the API, for the purpose of the tests, from each of the
available datasets a subset was selected on which the evaluation was performed:

� for each of the series of images (one subject expressing one emotion), a single
image was selected in which the emotion reached its peak of expression,

� in CK+ dataset, only images annotated by FACS experts were considered.

Finally, the evaluation was carried out on the following number of pictures:

� CK dataset: sadness � 128, joy � 103, surprise � 103, fear � 66, anger � 45,
and disgust � 42;

� CK+ dataset: surprise � 83, joy � 69, disgust � 59, anger � 45, sadness � 28,
fear � 25, and contempt � 18;

� ADFES dataset: 21 photos for surprise and 22 images for each of the other
conditions: anger, contempt, disgust, fear, joy, sadness and neutral;

� RaFD dataset: 67 en face images for each condition: surprise, anger, con-
tempt, disgust, fear, joy, sadness and neutral. A second set of the same size
was also selected, in which the subjects were photographed at 45°.

Based on the obtained accuracy results shown in Fig. 1 and 2, and on the
analysis of the confusion matrix (not included in the article, due to limited
space), the following observations can be drawn:

1. Microsoft Face API dominates for most emotions and most datasets. The
Kairos Emotion Analysis API achieves higher performance only for anger.

2. Only the Microsoft Face API handled photos that were not taken en face.
3. In the CK and CK+ datasets, the Kairos Emotion Analysis API most often

had problems detecting faces: for these datasets, either no face or no emotion
message appeared most often.

4. Both systems perform well in identifying joy and surprise, while anger, fear
and sadness receive generally low accuracy scores.



Evaluation of Selected APIs for Emotion Recognition from Facial . . . 7

Fig. 1. Accuracy scores for each tested scenario: 8 emotions, 2 frameworks, 5 datasets
(cont. on Fig. 2).

5. Fear is often mistaken for surprise and sadness for no emotion.

6. The model used in the Kairos system does not include contempt, so this API
is unable to recognise this emotion (hence the 0 values for all tests).

7. ADFES dataset includes also faces tagged as pride and shame. Both systems
are unable to recognise these emotions so this is not included in the �gures,
however we have considered these images in the evaluation. The confusion
matrix analysis indicates that pride is often recognised as joy and shame as
neutrality. This pattern is con�rmed by Russell's two-dimensional emotion
model [19] � pride and joy are adjacent in this space, whereas shame can be
confused with neutrality because it lacks a speci�c facial muscle representa-
tion [20].
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Fig. 2. Accuracy scores for each tested scenario: 8 emotions, 2 frameworks, 5 datasets
(cont. from Fig. 1).

5 Summary and Future Work

This paper presents a detailed comparison of two popular web APIs for emo-
tion recognition from facial expressions: Microsoft Face API and Kairos Emotion
Analysis API. The evaluation was performed on images taken from 4 benchmark
datasets: Cohn-Kanade (CK), Extended Cohn-Kanade (CK+), Amsterdam Dy-
namic Facial Expression Set (ADFES) and Radboud Faces Database (RaFD).
The results indicated a signi�cant advantage of the Microsoft API in the accu-
racy of emotion recognition both in photos taken en face and at a 45 degree
angle. Microsoft's API also has an advantage in the larger number of recognised
emotions: contempt and neutral are also included.

In the benchmark datasets used in this study, subjects were explicitly asked
to produce a speci�c emotional expression, making the facial changes highly ex-
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pressive. As part of future work, we plan to evaluate both APIs on the data
obtained in the BIRAFFE1 and BIRAFFE2 experiments [12,13]. In contrast to
the benchmark datasets used in the present work, in the BIRAFFE datasets emo-
tional expressions appeared as a by-product of the execution of the experimental
protocol related to the evaluation of emotional stimuli and to the playing of af-
fective games. This will make these expressions more similar to natural ones and
present in everyday life, so that it will be possible to obtain information about
the e�ectiveness of APIs in more ecological conditions, which is important for
the design of a�ective user interfaces.
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